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BASICS OF STATE SPACE MODELLING

STATE or CONFIGURATION:
— Aset of variables which define a state or configuration
— Domains for every variable and constraints among variables to define a valid configuration
STATE TRANSFORMATION RULES or MOVES:
— Aset of RULES which define which are the valid set of NEXT STATE of a given State
— It also indicates who can make these Moves (OR Nodes, AND nodes, etc)
STATE SPACE or IMPLICIT GRAPH
— The Complete Graph produced out of the State Transformation Rules.
— Typically too large to store. Could be Infinite.
INITIAL or START STATE(s), GOAL STATE(S)

SOLUTION(s), COSTS

— Depending on the problem formulation, it can be a PATH from Start to Goal or a Sub-graph of And-ed
Nodes

SEARCH ALGORITHMS

— Intelligently explore the Implicit Graph or State Space by examining only a small sub-set to find the
solution

— To use Domain Knowledge or HEURISTICS to try and reach Goals faster 2
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SEARCHING IMPLICIT GRAPHS

The various Search Algorithms include

* BASIC Algorithms: Depth-First (DFS), Breadth-first
(BFS), Iterative Deepening (IDS)

e COST-based Algorithms: Depth-First Branch-and-
Bound, Best First Search, Best-First lterative Deepening

* Widely Used Algorithms: A* and IDA* (Or Graphs), AO*
(And/Or Graphs), Alpha-beta Pruning (Game-Trees)
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EXAMPLE: SEARCHING A STATE SPACE GRAPH

» DEPTH-FIRST SEARCH (DFS)

» BREADTH-FIRST SEARCH (BFS)

» |ITERATIVE DEEPENDING SEARCH (IDS)
 PROPERTIES

e SOLUTION GUARANTEES
 MEMORY REQUIREMENTS




BASIC ALGORITHMS:DFS, IDS,

1. [Initialize] Initially the@PEN List\contains the Start Node s. IS Empty.
2. [Select] Select the first Node n on the OPEN List. If OPEN is empty, Terminate
3. [Goal Test] If nis Goal, then decide on Termination or Continuation / Cost Updation
4. [Expand] — “ —
a) Generate the successorsn_1,n 2, ....n_k, of node n, based on the State
Transformation Rules - = atack
b) PutninLIST CLOSED v~
¢) For ezichﬂ:i,—neaanrﬁady in OPEN or CLOSED List, put n i in th@
DFS) KEND (for BFS) of OPEN List  <uase
d) For eacm\n_‘i‘a'rreardy In OPEN or CLOSED decide based on cost of the paths

5. [Continue] Go to Step 2

Algorithm IDS Performs DFS Level by Level Iteratively (DFS (1), DFS (2), ....... and so
on) T
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SEARCHING STATE SPACE GRAPHS WITH EDGE COSTS

e COST ORDERED SEARCH:
« DFBB
» BestFirst Search, =@ OTM
« BestFirst IDS &(m Jolich
e Use of HEURISTIC Estimates:
Algorithm A* (Or Graphs), AO*
(And/Or Graphs)

 PROPERTIES
e SOLUTION GUARANTEES
 MEMORY REQUIREMENTS
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HEURISTIC SEARCH

O STATE or CONFIGURATION: ~~

» Aset of variables which define a state or configuration
» Domains for every variable and constraints among variaples to define a valid configuration

O STATE TRANSFORMATION RULES or MOVES:

> Aset of RULES which define which are the valid set of NEXT STATE of a given State %G\\
» Italso indicates who can make these Moves (OR Nodes, AND nodes, etc) AN
O STATE SPACE or IMPLICIT GRAPH " M‘Y\)

» The Complete Graph produced out of the State Transformation Rules. %(’(\»
> Typically too large to store. Could be Infinite. ’\/

O INITIAL or START STATE(s), GOAL STATE(s h(,“\ Q)Shz 5% ﬂlﬂ'm

O SOLUTION(s), COSTS vV~

>—Depending on the problem formulation, it can be a PATH from StaErt to Goal or a Sub-graph of And-ed Nodes
2 CERISTICS

> Estlmzétes of cdost hfrom a grllven state to goal. This, along Wlth the current cost of the path from start till now
is used to guide the searc ' l'ﬁﬂ: QQII ol ,ke
0 HEURISTIC SEARCH ALGORITHMS *Qrﬁ”‘\\ B8 %&T}X
» Algorithm A*, Depth-First Branch & Bound, IDA* AO*, Alpha-Beta, etc |
> "Knowledge vs Search £ /\\
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TRAVELLIN
A imedis

<A>,0

G SALESPERSON PROBLEM

—

<AB>,100

<AC>,120

<AD>,200

<AE>190

HEURISTIC 1: COST OF SHORTEST

PATH FROM‘CﬁRENT NODE TO

START THROUGH REMAINING

NODES ONLY

HEURISTIC 2: COST OF MINIMUM
COST SPANNING TREE OF
REMAINING NODES

W\\ A

“ABC>,175 <ABD>,175 <ABE>,180
<ABCD>,285 <ABCE>,265 <ABDC>,285 <ABDE>,225
<ABCDE>,335 <ABCED>,315 <ABDCE> 375 <ABDEC>,315
\V/4 /
<ABCDEA>,525 <ABCEDA>515 || <ABDCEA>565 || <ABDECA>,435
1U
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SEARCHING STATE SPACES WITH EDGE COSTS, HEURISTIC ESTIMATES

» HEURISTIC SEARCH ALGORITHMS:

 DFBB

» A*: Best First Search,

» |DA*: Iterative Deepening A*

» Everyedge (n, m)in the graph has a
cost ¢(n,m) > 0.

» HEURISTIC Estimates: h(n) 2 0 at
every node is the estimated cost of
the minimum cost path from node n
to goal

 PROPERTIES
e SOLUTION GUARANTEES
« MEMORY REQUIREMENTS

11
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ALGORITHM A* (BEST FIRST SEARCH IN OR GRAPH §
GO (BES ST SEARC ORG n+h(n)$

Each Node n in the algorithm has a cost g(n) and a heuristic estimate h(n)kﬁn) =

Assume all ¢(n,m)>0 —

é“

Initialize] Initially thelOPEN List)contains the Start Node s. g(s) = 0, (s) = h(s).
_CLOSED List is Empty. -

Select] Select the Node n on the OPEN L|stWth mlnlmum\f(_)x If OPEN is empty,
Terminate with Failure

(Goal Test, Termlnateﬂlf nis Goal,}then Terminate with Success and path from s to n.
[Expand] '

a) Generate the successorsn_1,n_2,....n_k, of node n, based on the State
Transformation Rules

b) Putnin LIST CLOSED Q= §(R) e

C) For’e'ac@not already in OPEN or CLOSED List, compute
a) g(n_i)=g(n) +w f(n 1) =g(n_i) + h(n_i), Put n_i'in the OPEN List
d) Foreach n_ialreadyin OPEN, if g(n_ |)>9(_)__tg1n__|) then revise costs as:

a) lg(n_l) g(n) + c(n, n_i), f(n | —g n_i)+h(n_i)
[Continue] Go to Step 2 %W, Mﬁ?‘{/ % %(“\fc@\\m
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EXES%PON OF ALGSTJE\JM A* \ CLOBED
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EXECUTION OF ALGORITHM A*

1. OPEN ={A[0,6,6]}, CLOSED = {}

2. OPEN ={B[10,5,15,A], C[12,4,16,A], D[5,3,8,Al},
CLOSED = {A} v~

3. OPEN ={B[10,5,15,A], C[12,4A], G[11,1,12,D],
H[9,3,12,D]}, CLOSED = {A,D}*”

4. OPEN={B[10515,A], C[11,4 15 H], G[11,1,12,D]}
CLOSED = {A,D,H}

5. OPEN ={B[10,5,15,A], C[11,4,15H], J[14,0,14,G]},
CLOSED = {A[],D[A],H[D],G[D]}

6. Goal J found. Terminate with cost 14 and path
ADGJ

B~ fod gpillom
et coien i the Snz
e Sounaie, vl

14
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PROPERTIES OF ALGORITHM A* oo medtobe
-

I TIMATES ARE( NON-NEG
. LOWER BOUNDS AND EDGE CO IVE:

e FIRST SOLUTION IS OPTIMAL

« NO NODE IN CLOSED IN EVER REOPENED v’

« WHENEVER ANODE IS REMOVED FROM OPEN ITS
MINIMUM COST FROM START IS FOUND )

« EVERY NODE n WITH f(n) LESS THAN OPTIMAL

COST IS EXPA
| IF HEURISTICS ARE MORE ACCURATE THEN }
SEARCH IS LESS [~

Gy @re T &awede iy OBED

— 15
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ALGORITHM DFBB

DEPTH FIRST BRANCH AND BOUND (DFBB)
1. Initialize| Best-Cost\to INFINITY pro NG

2. Perform DFS with costs and Backtrack from any node n
whose |f(n) 2 Best-Cost v o

3. On reaching a Goal Node, update Best-Cost to the
current best

4. Continue till OPEN becomes empty

16
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ALGORITHM IDA* N\

ITERATIVE DEEPENING A* (IDA¥) 3 o
1. Set Cut-off Bound to f(s )

2. Perform DFBB with Cut-off Bound. Backtrack from any node whose f(n)
> Cut-off Bound. T

3. If Solution is Found, at the end of one Iteration, Terminate with Solution

4. If Solution is not found in any iteration, then update Cut-off Bound\to
the lowest f(n) among all nodes from which the algorithm Backtracked.

5. Goto Step 2

6. PROPERTIES OF DFBB AND IDA*: Solution Cost, Memory, Node
expansions, Heuristic Accuracy, Performance on Trees / Graphs

18
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EXECUTION OF ID
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COMPARING A*, DFBB & IDA*

/
1. TERMINATION ISSUES v~
2. MEMORY AND NODE
EXPANSIONS

v
3. HEURI CT
4. [ MAXIMIZATION PROBLEMS

Quyersne
IARGEST () 20
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KNAPSACK PROBLEM: MAXIMIZATION

300 oz., $4,000

3 :i___ﬁ (Eva'az G[ 5\‘ “ ;!E >
e Max Weight: 400 oz.
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Thank you
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